Conputing In theRAIN:
ReliableArray of
IndgpendentNodes

Jehoshua (Shuki) Bruck
Caltech



TheParadisel eam

llel and tributed nvironments ’

Charles Fan Paul LeMahieu

- Marc Riedel

Shuki Bruck, Caltech




Initial Prototype

computer

switch

Shuki Bruck, Caltech



Limited Stor@e

g
=0

AN’
& e

ravag

= computer
= switch

Shuki Bruck, Caltech



2 out of 4 Code
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Reconstruction
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Finding a Mate
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Conputing Node Faults
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Link Faults
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Switch Faults
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Getting Well
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Continuous Recorguration
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Building Blocks INnRAIN 1.0
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Distributed Checpointing
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Masking Faults
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Fault Detection
Rollback and Recover
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Successful Copietion




Building Blocks InCPT 1.0
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Standard AP

Shuki Bruck, Caltech



Parallel Prgrammlrg APl

/

S

MPI| (Message Passing Interface)

portability layer
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Standard AP
Trangarent Fault Tolerance
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Current Goal
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Long Term Goal
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distributed fault manager
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Status and Current Activities
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